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#### Abstract

Taylor's law ( TL ) states that the variance $V$ of a nonnegative random variable is a power function of its mean $M$; i.e., $V=a M^{b}$. TL has been verified extensively in ecology, where it applies to population abundance, physics, and other natural sciences. Its ubiquitous empirical verification suggests a context-independent mechanism. Sample exponents $b$ measured empirically via the scaling of sample mean and variance typically cluster around the value $b=2$. Some theoretical models of population growth, however, predict a broad range of values for the population exponent $b$ pertaining to the mean and variance of population density, depending on details of the growth process. Is the widely reported sample exponent $b \simeq 2$ the result of ecological processes or could it be a statistical artifact? Here, we apply large deviations theory and finite-sample arguments to show exactly that in a broad class of growth models the sample exponent is $b \simeq 2$ regardless of the underlying population exponent. We derive a generalized TL in terms of sample and population exponents $b_{j k}$ for the scaling of the $k$ th vs. the $j$ th cumulants. The sample exponent $b_{j k}$ depends predictably on the number of samples and for finite samples we obtain $b_{j k} \simeq k / j$ asymptotically in time, a prediction that we verify in two empirical examples. Thus, the sample exponent $b \simeq 2$ may indeed be a statistical artifact and not dependent on population dynamics under conditions that we specify exactly. Given the broad class of models investigated, our results apply to many fields where TL is used although inadequately understood.


fluctuation scaling | multiplicative growth | power law | environmental stochasticity | Markovian environment

Taylor's law (TL) (1), also known as fluctuation scaling in physics, is one of the most verified patterns in both the biological (2-6) and physical (7-12) sciences. TL states that the variance of a nonnegative random variable $V=\operatorname{Var}[X]$ is approximately related to its mean $M=\mathbb{E}[X]$ by a power law; that is, $\operatorname{Var}[X]=a \mathbb{E}[X]^{b}$, with $a>0$ and $b \in \mathbb{R}$. In ecology, the random variable of interest is generally the size or density $N$ of a censused population and TL can arise in time (i.e., the statistics of $N$ are computed over time) or in space (i.e., the statistics are computed over space). The widespread verification of TL has led many authors to suggest the existence of a universal mechanism for its emergence, although there is currently no consensus on what such a mechanism would be. Various approaches have been used in the attempt, ranging from the study of probability distributions compatible with the law (13-15) to phenomenological and mechanistic models (16-20). Although most empirical studies on spatial TL report an observed sample exponent $b$ in the range $1-2(1,21)$, mostly around $b \simeq 2(21)$ [figure $10(\mathrm{~g})$ in ref. 22], population growth models (5, 23-26) can generate TL with any real value of the exponent. Moreover, theoretical investigations of multiplicative growth models in correlated Markovian environments $(24,25)$ have shown that the exponent $b$ can undergo abrupt transitions following smooth changes in the environmental autocorrelation.

Here, we distinguish between values of $b$ derived from empirical fitting (sample exponents) and values obtained via theoretical models that pertain to the probability distribution of the random variable $N$ (population exponents). We show that in a broad class of multiplicative growth models, the sample and population exponents coincide only if the number of observed samples or replicates is greater than an exponential function of the duration of observation. Among the relevant consequences, we demonstrate that the sample TL exponent robustly settles on $b \simeq 2$ for any Markovian environment observed for a duration that is larger than a logarithmic function of the number of replicates. Accordingly, when the number of observations is limited, abrupt transitions in the sample TL exponent can be observed only within relatively short time windows.

## Results

Let us consider multiplicative growth models in Markovian environments $(24,25)$. Let $N(t)$ be the density of a population at time $t$ and assume that the initial density is $N_{0}>0 . N(t)$ is assumed to undergo a multiplicative growth process such that

$$
\begin{equation*}
N(t)=N_{0} \prod_{n=1}^{t} A_{n} . \tag{1}
\end{equation*}
$$

The values of the multiplicative growth factors $A_{i}$ are determined via a two-state homogeneous Markov chain with state space

## Significance

Taylor's law (TL) has been verified very widely in the natural sciences, information technology, and finance. The widespread observation of TL suggests that a context-independent mechanism may be at work and stimulated the search for processes affecting the scaling of population fluctuations with population abundance. We show that limited sampling may explain why TL is often observed to have exponent $b=2$. Abrupt transitions in the TL exponent associated with smooth changes in the environment were recently discovered theoretically and comparable real-world transitions could harm fish populations, forests, and public health. Our study shows that limited sampling hinders the anticipation of such transitions and provides estimates for the number of samples required to reveal early warning signals of abrupt biotic change.
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Fig. 1. TL exponent $b$ for different values of the transition probability $\lambda$. The sample exponents computed in $R$ simulations of a two-state multiplicative process with symmetric transition matrix in the two regimes $1 \ll t \ll \log R$ (black solid circles, $R=10^{6}$ up to time $t=10$ ) and $t \gg \log R$ (red open squares, $R=10^{4}$ up to time $t=400$ ) are in good agreement with predictions for the asymptotic population (black solid line, Eq. 9) and sample (red dashed line, $b=2$ ) exponents. In the simulations, the sample exponent $b$ was computed by least-squares fitting of $\log \operatorname{Var}[N(t)]$ as a function of $\log \mathbb{E}[N(t)]$ for the last 6 (black circles) and 200 (red squares) time steps. In $A$, which has the plotted theoretical result from ref. 24, $\chi=\{r, s\}=\{2,1 / 4\}$ ( $b$ displays a discontinuity); in $B, \chi=\{r, s\}=\{4,1 / 2\}$ (in such a case, $b$ displays no discontinuity). Fig. S1 shows the generalized TL exponent $b_{23}$ in the same simulations.
$\chi=\{r, s\}$ (we assume, without loss of generality, $r>s$ and $N_{0}=1$ ) and transition matrix $\Pi$ with $\Pi(i, j)>0$ for all $i, j \in \chi$ (Methods). In our notation, $\Pi(i, j)$ is the one-step probability to go from state $i$ to state $j$; i.e., $\Pi(i, j)=\operatorname{Prob}\left(A_{n+1}=j \mid A_{n}=i\right)$. For the sake of clarity, we restrict our discussion to symmetric transition matrices, with $\Pi(i, j)=\lambda$ for $i \neq j$. We derive (Methods) exact results on both sample and population TL exponents for a broad class of multiplicative processes, including state spaces with size higher than 2 and nonsymmetric transition matrices (SI Methods).
By adopting large deviation theory techniques $(27,28)$ and finite sample size arguments (29), we show (Methods) that for any choice of $\Pi$ and $\chi$, the sample mean and variance in a finite set of $R$ independent realizations of the process obey TL asymptotically as $t \rightarrow \infty$ with an exponent that may differ from the corresponding population exponent. More precisely, our analysis reveals two regimes $(t \gg \log R$ and $1 \ll t \ll \log R$, respectively-all logarithms here are to the base $e$ ) where the sample TL holds with different exponents. In the former regime, sample exponents inevitably tend to $b \simeq 2$ independently of model specifications. In the latter, sample exponents accurately approximate population ones, which can be computed analytically and may differ from $b=2$. Fig. 1 shows that simulation results and theoretical predictions in the two regimes are in excellent agreement. Fig. 2 shows the temporal evolution of the sample TL exponent, which crosses over from the approximate value of the population exponent (Eq. 9) at small times to the asymptotic prediction $b \simeq 2$ at larger times (Eq. 13).
We derive a generalized TL that involves the scaling of the $k$ th moment vs. the $j$ th moment of the distribution of $N(t)$. Exact results (Methods) show that the generalized TL,

$$
\begin{equation*}
\mathbb{E}\left[N^{k}(t)\right]=a_{j k} \mathbb{E}\left[N^{j}(t)\right]^{b_{j k}}, \tag{2}
\end{equation*}
$$

holds asymptotically in $t$ for any choice of $j$ and $k$ (including noninteger values), both for population and for sample moments
(the positivity of $\Pi$ ensures that the same scaling relationship holds between the $k$ th and $j$ th cumulants) (SI Methods). In accordance with the above results on the conventional TL (recovered in this framework with the choice $j=1, k=2$ ), two regimes exist: If $1 \ll t \ll \log R$, sample moments and cumulants accurately approximate population ones (and the value of $b_{j k}$ can be computed analytically); if $t \gg \log R$, the generalized TL exponent approximates $b_{j k} \simeq k / j$ (Fig. S1 $C$ and $D$ ).

In ecological contexts, the number of realizations $R$ that determine the possible convergence of sample and population TL exponents could refer, for instance, to independent patches experiencing different realizations of the same climate (24). In an established ecosystem, species have been present for several generations, and one might assume that the system is in the asymptotic regime $t \gg \log R$. Within this perspective, we tested the prediction that for large $t$ sample exponents satisfy the relation $b_{j k}=k / j$ (including the conventional TL) on two datasets.

A first example is drawn from a long-term census of plots within the Black Rock Forest (BRF) (5). It was shown that the Lewontin-Cohen model (a particular case of the multiplicative model studied here) describes the population dynamics of trees in BRF and provides an interpretation of the TL exponent (5). The interpretation of the six plots as distinct and independent


Fig. 2. Time evolution of the sample TL exponent. The sample exponent \{computed as the slope of the curve $\log \mathbb{E}\left[N(t)^{2}\right]$ vs. $\left.\log \mathbb{E}[N(t)]\right\}$ crosses over from the approximate population exponent (Eq. 9, dashed upper horizontal line) at small times to $b \simeq 2$ (dotted lower horizontal line) at larger times. The number of simulations $R=10^{n}$ increases exponentially from $10^{2}$ (blue dashed lines) to $10^{6}$ (red solid lines), whereas the crossover time increases approximately linearly. Here, $\chi=\{r, s\}=\{2,1 / 4\}$ and the transition probability (with $\Pi$ symmetric) is $\lambda=0.55$. ( $A$ ) Theoretical prediction computed via Eq. 15. (B) Simulation results. Curves are averaged over $10^{8} / R$ simulations (except for the blue curve, averaged over $10^{5}$ simulations). Mismatches between $A$ and $B$ are due to the necessity to have $t$ and $R$ not too large to keep simulations feasible, whereas Eqs. 8 and 13 hold true asymptotically in $t$.
replicates of the Lewontin-Cohen model is supported by statistical analysis (5) and allowed relating the model predictions to the spatial TL. Here, we computed, for each year $t$, the spatial sample moments $\left\langle N^{k}\right\rangle(t)$ of tree abundance across plots and we found that the least-squares slopes $b_{j k}$ of $\log \left\langle N^{k}(t)\right\rangle$ vs. $\log \left\langle N^{j}(t)\right\rangle$ (Table 1) are compatible with the asymptotic model prediction $b_{j k}=k / j$ (Methods).
A second example uses the data collected by P. den Boer (30), who measured abundances of carabid beetles in various sites across The Netherlands within a $200-\mathrm{km}^{2}$ area for 8 consecutive years. The dataset was shown to support the conventional spatial TL (16). We computed the sample moments of carabid beetles abundance, $\left\langle N^{k}(t)\right\rangle$, across similar sites (either woodland or heath), for each species separately and year $t$. In the intraspecific analysis (Fig. 3), linear regressions of $\log \left\langle N^{k}(t)\right\rangle$ vs. $\log \left\langle N^{j}(t)\right\rangle$ for $t=1, \ldots, Y$ ( $Y$ is the total number of years) gave the estimate of the sample exponent $b_{j k}$ for each species separately (different species are identified by different colors in Fig. 3). Frequency histograms of empirical exponents $b_{j k}$ are shown in Fig. S2 (also the box-whisker plots in Fig. 3, Insets); for every integer choice of $j$ and $k$ (here, up to $k=4$ ), the histogram is centered in $k / j$, as the asymptotic model predicted. A one-sample $t$ test does not reject the null hypothesis that the sample mean of the values of $b_{j k}$ does not differ significantly from the theoretically predicted mean $k / j$ (Fig. S2). In the interspecific analysis (Fig. 4), we calculated the least-squares slope $b_{j k}($ for $j=1)$ of $\log \left\langle N^{k}\right\rangle$ vs. $\log \langle N\rangle$ across all species at a given year and site type (Tables S1 and S2). Each data point in Fig. 4 refers to a single species. The empirical exponents $b_{j k}$ for all years are compatible with the asymptotic model prediction $b_{j k}=k / j$, as are the mean (across years and site type) exponents $b_{j k}$ (Table 2).

The empirical confirmation and the finding that other demographic models predict the generalized TL with $b_{j k}=k / j$ (SI Text) indicate that these predictions are probably insensitive to the details of the dynamics, just as the original TL is quite robust $(3,15,31)$.

## Discussion

Understanding to what extent widely reported macroecological patterns are the result of statistical instead of ecological processes is one of the main challenges in ecology (32). Here, we have uncovered a general mechanism that yields TL with the widely observed sample exponent $b \simeq 2$, which may be attributable to the finite size of both ecosystems and sampling efforts. For a broad range of parameters within the class of multiplicative models, and other demographic processes, the generalized TL describes the scaling of moments and cumulants with the sample exponent $b_{j k}$ asymptotically equal to $k / j$. Our theoretical predictions are supported by two empirical examples and invite further testing, also outside the field of ecology. When the number of samples is limited, TL may not reflect (or depend on) the underlying population dynamics and the empirically measured sample exponent may be a statistical artifact that is

Table 1. Sample exponents for the generalized $T L$ in the Black Rock Forest dataset, data from ref. 5

| $j, k$ | $k / j$ | $b_{j k} \pm$ SE | $R^{2}$ |
| :---: | :---: | :---: | :---: |
| 1, 2 | 2 | $2.14 \pm 0.12$ | 0.991 |
| 1, 3 | 3 | $3.33 \pm 0.32$ | 0.973 |
| 1, 4 | 4 | $4.54 \pm 0.58$ | 0.954 |
| 2, 4 | 2 | $2.15 \pm 0.16$ | 0.984 |
| 2, 3 | 1.5 | $1.57 \pm 0.07$ | 0.995 |
| 3, 4 | 1.333 | $1.37 \pm 0.04$ | 0.997 |
| 1, 1/2 | 0.5 | $0.48 \pm 0.02$ | 0.997 |
| 1, 1/4 | 0.25 | $0.23 \pm 0.01$ | 0.993 |
| 1,2/3 | 0.667 | $0.65 \pm 0.01$ | 0.999 |



Fig. 3. Generalized TL for intraspecific patterns of carabid beetles abundance. Shown is a double logarithmic plot of $\left\langle N^{k}\right\rangle$ vs. $\langle N\rangle$ for different species (identified by different colors and symbols), for consecutive years (each symbol refers to a single year $t$ ). For visual clarity, only five species are shown. Dashed black lines of slopes $b_{1 k}=k$ (asymptotic model prediction) are shown. Vertical offsets are introduced to aid comparison of slopes. (Insets) Box and whisker plots for the empirical distribution of intraspecific generalized TL exponents $b_{j k}$, showing the median (white horizontal line) and the $25 \%$ and $75 \%$ quantiles.
not representative of the population distribution of abundances. Our investigation provides a tool to discern whether the observed patterns of population abundance depend on the underlying population dynamics.

Limited sampling efforts might hinder the observation of abrupt transitions in population exponents that were recently discovered for theoretical multiplicative growth processes. Because fluctuations in population abundances strongly affect ecological dynamics, in particular extinction risk, comparable real-world transitions may harm fish populations, forests, and public health. Our calculation of the minimum number of samples required to observe such transitions may help to identify early signals of abrupt biotic change following smooth changes in the environment.

## Methods

Theoretical Analysis. Let $\Pi$ be a $2 \times 2$ symmetric matrix. The stationary distribution $\pi$ of the chain is unique and in the symmetric case satisfies $\pi(i)=1 / 2, i \in \chi$, for all $\lambda \in(0,1)$. We assume that the chain starts at equilibrium. We introduce the empirical mean $L_{t}(z): \chi \rightarrow[0,1]$, defined as

$$
\begin{equation*}
L_{t}(z)=\frac{1}{t} \sum_{n=1}^{t} \delta_{A_{n}, z} \tag{3}
\end{equation*}
$$

where $\delta$ is Kronecker's delta. The random measure $L_{t}(r)$ gives the fraction of times that $r$ appears in a realization of the Markov chain up to time $t$. $L_{t}$ satisfies a large deviation principle (LDP) (27) with rate function

$$
\begin{equation*}
I_{\Pi}(x)=\sup _{u>0}\left[x \log \left(\frac{u_{1}}{(\Pi u)_{1}}\right)+(1-x) \log \left(\frac{u_{2}}{(\Pi u)_{2}}\right)\right] \tag{4}
\end{equation*}
$$

where $x(x \in[0,1])$ is the proportion of $r$ in a realization of the Markov chain up to time $t$ (correspondingly, the proportion of $s$ is $1-x$ ) and $u$ is a strictly positive vector in $\mathbb{R}^{2}$ (i.e., $u_{1}, u_{2}>0$ ). Stating that $L_{t}$ satisfies a LDP means that $\lim _{t \rightarrow \infty}(1 / t) \log \mathbb{P}\left(L_{t}(r) \in[x, x+d x]\right)=-I_{\Pi}(x)$. The rate function $I_{\Pi}(x)$ is convex ( $d^{2} l_{\Pi} / d x^{2}>0$ ), attains its minimum at $x_{\text {min }}=1 / 2$ with $I_{\Pi}\left(x_{\text {min }}\right)=0$, and is symmetric around $x_{\min }$ (lemma IV. 10 of ref. 27, theorems 3.1.2 and 3.1.6 of


Fig. 4. Generalized TL for interspecific patterns of abundance of carabid beetles. (A) Double logarithmic plot of $\left\langle N^{k}\right\rangle$ vs. $\langle N\rangle$ for all species, years, and site types. Each data point refers to a single species in 1 y and site type. The color and symbol code identifies data relative to the same year: 1961 (black open circles), 1962 (purple solid circles), 1963 (blue open squares), 1964 (green solid squares), 1965 (orange solid diamonds), and 1966 (red open diamonds). Dashed black lines of slope $b_{1 k}=k$ (asymptotic model prediction) are plotted next to the corresponding data series. Vertical offsets are introduced to aid comparison of slopes. ( $B$ and $C$ ) Examples of interspecific moments scaling (each data point refers to a single species) for a single year and site type ( $B$, woodland 1964; $C$, heath 1964) used for the statistical analysis (SI Methods, Table 2, Tables S1 and S2, and Fig. S5). The red lines are the least-squares regressions of $\log \left\langle N^{k}\right\rangle$ vs. $\log \langle N\rangle$ across species.
ref. 33, and section 4.3 of ref. 28). The subscript $\Pi$ is used to indicate that the rate function depends on the transition matrix. Additionally, Eq. 4 depends on $u_{1}$ and $u_{2}$ only through $u \equiv u_{2} / u_{1}$; thus, by standard one-variable calculus, a long but explicit form of $I_{\Pi}(x)$ can be computed,

$$
\begin{align*}
I_{\Pi}(x)= & (x-1) \log \left\{1-\lambda\left[\frac{2(\lambda-1) x}{S_{\lambda}(x)-2 \lambda x}+1\right]\right\} \\
& -x \log \left[1-\frac{\lambda\left(S_{\lambda}(x)-2 x\right)}{2(\lambda-1) x}\right] \tag{5}
\end{align*}
$$

where

$$
\begin{equation*}
S_{\lambda}(x)=\lambda+\sqrt{\lambda^{2}+8 \lambda(x-1) x-4(x-1) x} \tag{6}
\end{equation*}
$$

The rate function does not depend on the values of the multiplicative factors $r$ and $s$. As in ref. 25, we consider the ratio between $t^{-1} \log \operatorname{Var}[N(t)]$ and $t^{-1} \log \mathbb{E}[N(t)]$, but here we exploit the LDP, adopting Varadhan's lemma (theorem III. 13 of ref. 27), to perform such computation. First, because $\Pi$ is positive and $r \neq s$, it holds true that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t^{-1} \log \operatorname{Var}[N(t)]=\lim _{t \rightarrow \infty} t^{-1} \log \mathbb{E}\left[N(t)^{2}\right] . \tag{7}
\end{equation*}
$$

See the appendix in ref. 25 for a proof. Then, for the population moments of the population density $N(t)$, applying Varadhan's lemma, we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t^{-1} \log \mathbb{E}\left[N(t)^{k}\right]=\sup _{x \in[0,1]}\left[k G(x)-I_{\Pi}(x)\right], \tag{8}
\end{equation*}
$$

where $G(x)=x \log r+(1-x) \log s$. The population TL exponent $b$ (which depends on $\lambda$ ) can thus be computed as

$$
\begin{equation*}
b(\lambda)=\frac{\sup _{x \in[0,1]}\left[2 G(x)-I_{\Pi}(x)\right]}{\sup _{x \in[0,1]}\left[G(x)-l_{\Pi}(x)\right]} . \tag{9}
\end{equation*}
$$

For certain values of $r$ and $s, b(\lambda)$ can show a discontinuity at a critical value of the transition probability $\lambda$ (black line in Fig. 1A). The existence of such discontinuity was discovered and discussed in ref. 24. An analysis of the critical transition probability is available in SI Methods (Figs. S3 and S4). A generalized TL can be derived by adapting Eq. 8 to compute the scaling exponent for any pair of population moments as

$$
\begin{equation*}
b_{j k}(\lambda)=\frac{\lim _{t \rightarrow \infty} t^{-1} \log \mathbb{E}\left[N(t)^{k}\right]}{\lim _{t \rightarrow \infty} t^{-1} \log \mathbb{E}\left[N(t)^{j}\right]}=\frac{\sup _{x \in[0,1]}\left[k G(x)-I_{\Pi}(x)\right]}{\sup _{x \in[0,1]}\left[j G(x)-I_{\Pi}(x)\right]} . \tag{10}
\end{equation*}
$$

Discontinuities can also arise for these population exponents (SI Methods).
Eqs. 9 and 10 hold true when one considers an infinite number of realizations of the multiplicative process, which ensures visiting the whole region $x \in[0,1]$. We now estimate the sample exponent $b$ that is based on the sample mean and variance calculated over a finite set of $R$ realizations of the multiplicative process. We present here a heuristic derivation of the sample exponent. A more rigorous calculation is given in SI Methods. We define $x_{+}$as the value in $[0,1]$ such that the probability of a larger frequency $x$ of $r$ in $R$ runs of the Markov chain up to time $t$ is $1 / R$ :

$$
\begin{equation*}
\mathbb{P}\left(L_{t}(r) \in\left(x_{+}, 1\right]\right)=\frac{1}{R} \tag{11}
\end{equation*}
$$

With this definition, $x_{+}$can be interpreted (29) as the typical maximum frequency of $r$ in $R$ realizations of the chain. Analogously, we define $x_{-}$as the value such that smaller values of the frequency of $r$ are observed with probability $1 / R$, namely $\mathbb{P}\left(L_{t}(r) \in\left[0, x_{-}\right)\right)=1 / R$. For large $t$, one can adapt Varadhan's lemma (or Laplace's method of integration) to obtain, as a function of $t$, the approximate number of replicas $R$ needed to explore rare events [i.e., to compute $\mathbb{P}\left(L_{t}(r) \in\left(x_{+}, 1\right]\right)=R^{-1}$ ]. Approximately

$$
\begin{equation*}
R \simeq \exp \left[t l_{\Pi}\left(x_{ \pm}\right)\right] \tag{12}
\end{equation*}
$$

Inversion of this formula (by taking the logarithm on both sides and expanding $I_{\Pi}$ in Taylor series around $\left.x=x_{\min }\right)$ gives $x_{ \pm} \simeq 1 / 2 \pm \sqrt{((1-\lambda) / 2 \lambda)((\log R) / t)}$. Consequently, the sample TL exponent in an ensemble of $R$ realizations of the process can be approximated as

$$
\begin{equation*}
b(\lambda, t) \simeq \frac{\sup _{x \in\left[x,-x_{+}\right]}\left[2 G(x)-I_{\Pi}(x)\right]}{\sup _{x \in\left[x_{x}, x_{+}\right]}\left[G(x)-I_{\Pi}(x)\right]}, \tag{13}
\end{equation*}
$$

where the dependence on $t$ is through $x_{+}$and $x_{-}$. The zero of the rate function, $x_{\min }=1 / 2$, corresponds to the most probable value of the product in Eq. 1. Because $x_{ \pm} \simeq 1 / 2 \pm \sqrt{((1-\lambda) / 2 \lambda)((\log R) / t)}$, for fixed $R$ the suprema in Eq. 13 are computed over an increasingly narrower set around $x_{\text {min }}$ [with $I_{\Pi}\left(x_{\text {min }}\right)=0$ ] as $t$ increases (Fig. 5). Thus, for any finite number of realizations

Table 2. Statistics of estimated sample exponents in the interspecific generalized TL on carabid beetles abundances

| $j, k$ | $k / j$ | $b_{j k}$ | 2.5\% percentile | $97.5 \%$ percentile |
| :---: | :---: | :---: | :---: | :---: |
| 1,2 | 2 | 2.005 | 1.984 | 2.025 |
| 1,3 | 3 | 3.005 | 2.961 | 3.042 |
| 1,4 | 4 | 3.994 | 3.936 | 4.057 |

The column $k / j$ gives the asymptotic model prediction for the exponent $b_{j k}$. The point estimate $b_{j k}$ is computed as the average $b_{j k}$ across years and site type, not by pooling all of the data from different years and site types to calculate means and variances. The confidence intervals are obtained via bootstrapping with $10^{6}$ bootstrap samples from the set of $b_{j k}$.


Fig. 5. Plot of $I_{\Pi}(x)$ (black curve), $G(x)$ (dotted blue line), and $2 G(x)$ (dashed red line). Marked in gray are the regions $\left[x_{-}, x_{+}\right]$at times $t=10,100$, and 1,000 (from light to dark gray) for fixed $R=100$. These gray regions are the intervals over which the supremum in Eq. 13 is computed. In this example, $r=2, s=1 / 4, \lambda=0.55$. The quantities $x_{+}$and $x_{-}$are computed by solving numerically Eq. 12.
$R$, the sample exponent will approximate $\lim _{t \rightarrow \infty} b(\lambda, t) \simeq 2$ after a time $t^{*}$ that increases only logarithmically with $R$ (Eq. 12 and Fig. 2), for any choice of $\lambda, r$, and $s$. For example, with $\lambda=0.5$, when $t=100$, to access the extreme event $x_{+}=0.9$ (and $x_{-}=0.1$ ) one needs about $R \simeq 10^{13}$ replicates of the process. More precisely, the sample exponent is close to the population exponent if the arguments of the two suprema in Eq. 9 are included in $\left[x_{-}, x_{+}\right]$. Using $x_{ \pm} \simeq 1 / 2 \pm \sqrt{((1-\lambda) / 2 \lambda)((\log R) / t)}$, if the largest argument of the suprema in Eq. 9 is $\tilde{x}>1 / 2$, the sample exponent approximates accurately the population exponent for $t<((1-\lambda) / \lambda)(\tilde{x}-1 / 2)^{-2} \log R$ and tends to $k / j$ for $t>((1-\lambda) / \lambda)(\tilde{x}-1 / 2)^{-2} \log R$ (Figs. 1 and 2$)$. If $r$ and $s$ are such that the population TL exponent $b$ displays a discontinuity at $\lambda=\lambda_{c}$ [in which case $\left.\lambda_{c}=(1-r-s+r s) /(-r-s+2 r s)\right]$ (SI Methods), then the above results give the minimum number of replicates required to observe such discontinuity also in the sample TL exponent.

Analogous considerations hold for the asymptotic sample exponent describing the scaling of the sample moments $\mathbb{E}\left[N(t)^{k}\right]$ with $\mathbb{E}\left[N(t)^{j}\right]$, which can be approximated as

$$
\begin{equation*}
b_{j k}(\lambda, t) \simeq \frac{\sup _{x \in\left[x_{-}, x_{+}\right]}\left[k G(x)-I_{\Pi}(x)\right]}{\sup _{x \in\left[x_{-}, x_{+}\right]}\left[j G(x)-I_{\Pi}(x)\right]} \tag{14}
\end{equation*}
$$

which is the analog of Eq. 13 for any pair of sample moments. Fig. S1 C and $D$ shows that simulation results and theoretical predictions for $b_{j k}$ show excellent agreement in the two regimes $t \gg \log R$ and $1 \ll t \ll \log R$.

A standard saddle-point calculation suggests that the limiting growth rate of the variance is equal to the limiting growth rate of the second moment also for ergodic transition matrices, apart from peculiar cases (see ref. 25 for a discussion of a counterexample). The same argument suggests that the limiting growth rate of the $k$ th cumulant equals that of the $k$ th moment $\left(t^{-1} \log \mathbb{E}\left[N(t)^{k}\right]\right)$ for large $t$. The suggested equivalence between the scaling exponents of cumulants and moments for ergodic $\Pi$ would allow extending the result on the sample $T L(b=2)$ and generalized TL ( $b=k / j$ ) to the scaling of cumulants in $m$-step Markov chains, whose transition matrix is ergodic but not twofold irreducible. However, pathological counterexamples may exist.

Eq. 13 gives the estimated sample exponent of TL asymptotically, ignoring the constant term in the scaling of the variance $V$ vs. the mean $M$ as $\log V=b \log M+\log a$. For small $t$, $\log a$ can be of the same order of magnitude as $\log V$. Fig. 2 shows the crossover of the sample exponent (for fixed $R, \lambda, r$, and $s$ ) from the population exponent $b=b(\lambda)$ as in Eq. 9 (observed when $t \ll \log R$ ) to $b \simeq 2$ (when $t \gg \log R$ ), where the sample exponent is calculated as the slope of the curve $\log \mathbb{E}\left[N(t)^{2}\right]$ vs. $\log \mathbb{E}[N(t)]$ at time $t$ (thus not neglecting the constant term $\log a$ ). The sample moments are computed as

1. Taylor LR (1961) Aggregation, variance and the mean. Nature 189(4766):732-735.
2. Marquet PA, et al. (2005) Scaling and power-laws in ecological systems. J Exp Biol 208(Pt 9):1749-1769.
3. Fronczak A, Fronczak P (2010) Origins of Taylor's power law for fluctuation scaling in complex systems. Phys Rev E Stat Nonlin Soft Matter Phys 81(6 Pt 2):066112.

$$
\begin{equation*}
t^{-1} \log \mathbb{E}\left[N(t)^{k}\right] \simeq \sup _{x \in\left[x_{-}, x_{+}\right]}\left[k G(x)-I_{\Pi}(x)\right] \tag{15}
\end{equation*}
$$

(compare Eq. 8) in Fig. $2 A$ and as the sample moments in simulations in Fig. $2 B$.

See SI Methods for further details and generalizations.
Empirical Analysis. We used the BRF dataset to show that the generalized TL holds with sample exponent $b_{j k}=k / j$. We computed the moment ratios $\left\langle\left[N(t) / N_{0}\right]^{k}\right\rangle$, where the symbol $\langle\cdot\rangle$ identifies the sample mean across the six plots of BRF and $N_{0}$ is the number of trees at the start of the census in 1931. Following ref. 5, we tested whether the moments of the spatial density ratio $N(t) / N_{0}$ in the five most recent censuses satisfied TL and the generalized TL with $b_{j k}=k / j$. Table 1 reports the slopes of the least-squares linear regressions of $\left\langle\left[N(t) / N_{0}\right]^{k}\right\rangle$ vs. $\left\langle\left[N(t) / N_{0}\right]^{j}\right\rangle$, which are all compatible with the model prediction $b_{j k}=k / j$. The BRF dataset thus provides an empirical example where the multiplicative model satisfactorily describes the underlying dynamics and the generalized TL holds asymptotically as the model predicts.

The intraspecific form of TL and the generalized scaling relationship between higher moments (Eq. 2) were tested using abundance data from 26 species of carabid beetles. We have limited the analysis of the intraspecific TL to the set of species that were present in all sites in each given year. We have followed the researchers who collected the carabid beetles abundance data (30) in excluding species with year samples with zero individuals in at least one of the sites from the statistical analysis. The authors of ref. 30 declared that they were unable to differentiate sites where a species was not present from sites where the density of such species was so low that no catches were realized. For each species, we selected data from a minimum of three to a maximum of six sites (all either woodland or heath) (30) and from a minimum of 4 to a maximum of 6 consecutive years. The precise number of sites and years varied for each species, depending on the number of sites and years in which at least one individual of such species was found in each site. The moments of species abundance were calculated separately for each species and for each available year. Linear regressions of $\log \left\langle N^{k}(t)\right\rangle$ vs. $\log \left\langle N^{j}(t)\right\rangle$ for $y=1,2, \ldots, Y$ [where $Y$ is the total number of available years for the selected species and $\left\langle N^{k}(t)\right\rangle$ is the $k$ th spatial sample moment in year $t$ ] gave the estimate of the sample exponent $b_{j k}$ for the selected species (Fig. 3).

The interspecific form of TL and the generalized scaling relationship for statistical moments (Eq. 2) were investigated following ref. 16, using the carabid beetles dataset, computing spatial sample moments across similar sites. Data from sites labeled B, C, X, and AE in ref. 30, collected between 1961 and 1966, were used to calculate spatial moments across woodland sites. Data from sites labeled AT, N, Z, and AG in ref. 30, collected between 1963 and 1966, were used to calculate spatial moments across heath sites. As for the intraspecific TL analysis, we have limited the analysis of the interspecific TL to the set of species that were present in all sites in each given year. Spatial moments of carabid beetles abundance were computed for each species individually and separately for each year and site type (woodland or heath). For each year, we calculated the least-squares slope of $\log \left\langle N^{k}\right\rangle$ vs. $\log \langle N\rangle$ across all species at a given year and site type. Tables S1 and S2 show the summary statistics for all years and site types. Fig. 4A and Fig. S5 $M$ and $N$ show the scaling of the $k$ th sample moment $\left\langle N^{k}\right\rangle$ with $\langle N\rangle$ when data for all years and site types are plotted together; each data point in Fig. 4 and in Fig. 55 refers to the spatial moments of a single species in one year and site type. Fig. S5 A-L shows the scaling of the $k$ th sample moment $\left\langle N^{k}\right\rangle$ with $\langle N\rangle$ for each year and site type separately. The least-squares exponents $b_{j k}$ computed in the linear regression of $\log \left\langle N^{k}\right\rangle$ vs. $\log \left\langle N^{j}\right\rangle$ are compatible with the asymptotic model prediction $b_{j k}=k / j$ (Tables S1 and S2), as are the mean exponents $b_{j k}$ (Table 2).

See SI Methods and Tables S3 and S4 for further details.
ACKNOWLEDGMENTS. We thank Dr. Hugo Touchette for discussions and Dr. Markus Fischer for discussions and a careful reading of the manuscript. A.R. and A.G. acknowledge the support provided by the discretionary funds of Eawag: Swiss Federal Institute of Aquatic Science and Technology and by the Swiss National Science Foundation Project 200021_157174. M.F. has been partially supported by Grantová agentura České republiky Grant P201/12/ 2613. J.E.C. acknowledges the support of US National Science Foundation Grant DMS-1225529 and the assistance of Priscilla K. Rogerson.
4. Ramsayer J, Fellous S, Cohen JE, Hochberg ME (2012) Taylor's Law holds in experimental bacterial populations but competition does not influence the slope. Biol Lett 8(2):316-319.
5. Cohen JE, Xu M, Schuster WSF (2013) Stochastic multiplicative population growth predicts and interprets Taylor's power law of fluctuation scaling. Proc Biol Sci 280(1757): 20122955.
6. Giometto A, Altermatt F, Carrara F, Maritan A, Rinaldo A (2013) Scaling body size fluctuations. Proc Natl Acad Sci USA 110(12):4646-4650.
7. Galluccio S, Caldarelli G, Marsili M, Zhang YC (1997) Scaling in currency exchange. Physica A 245:423-436.
8. Dahlstedt K, Jensen HJ (2005) Fluctuation spectrum and size scaling of river flow and level. Physica A 348:596-610.
9. Banavar JR, Damuth J, Maritan A, Rinaldo A (2007) Scaling in ecosystems and the linkage of macroecological laws. Phys Rev Lett 98(6):068104.
10. Caldarelli G (2007) Scale-Free Networks: Complex Webs in Nature and Technology (Oxford Univ Press, Oxford).
11. Eisler Z (2008) Fluctuation scaling in complex systems: Taylor's law and beyond. Adv Phys 57(1):89-142.
12. Petersen AM, Tenenbaum J, Havlin S, Stanley HE (2012) Statistical laws governing fluctuations in word use from word birth to word death. Sci Rep 2:313.
13. Tweedie MCK (1946) The regression of the sample variance on the sample mean. $J$ Lond Math Soc 21:22-28.
14. Jørgensen B (1987) Exponential dispersion models. J $R$ Stat Soc, B 49(2):127-162.
15. Kendal WS, Jørgensen B (2011) Taylor's power law and fluctuation scaling explained by a central-limit-like convergence. Phys Rev E Stat Nonlin Soft Matter Phys 83(6 Pt 2):066115.
16. Hanski I (1982) On patterns of temporal and spatial variation in animal populations. Ann Zool Fenn 19(1):21-37.
17. Keeling MJ (2000) Simple stochastic models and their power-law type behaviour. Theor Popul Biol 58(1):21-31.
18. Kilpatrick AM, Ives AR (2003) Species interactions can explain Taylor's power law for ecological time series. Nature 422(6927):65-68.
19. Engen S, Lande R, Saether BE (2008) A general model for analyzing Taylor's spatial scaling laws. Ecology 89(9):2612-2622.
20. Kalyuzhny M, et al. (2014) Temporal fluctuation scaling in populations and communities. Ecology 95(6):1701-1709.
21. Anderson RM, Gordon DM, Crawley MJ, Hassell MP (1982) Variability in the abundance of animal and plant species. Nature 296:245-248.
22. Taylor L, Woiwod I (1982) Comparative synoptic dynamics. I. Relationships between inter- and intra-specific spatial and temporal variance/mean population parameters. J Anim Ecol 51:879-906.
23. Cohen JE (2013) Taylor's power law of fluctuation scaling and the growth-rate theorem. Theor Popul Biol 88:94-100.
24. Cohen JE (2014) Taylor's law and abrupt biotic change in a smoothly changing environment. Theor Ecol 7(1):77-86.
25. Cohen JE (2014) Stochastic population dynamics in a Markovian environment implies Taylor's power law of fluctuation scaling. Theor Popul Biol 93:30-37.
26. Jiang J, DeAngelis DL, Zhang B, Cohen JE (2014) Population age and initial density in a patchy environment affect the occurrence of abrupt transitions in a birth-and-death model of Taylor's law. Ecol Modell 289:59-65.
27. den Hollander F (2008) Large Deviations, Fields Institute Monographs (Am Math Soc, Providence, RI).
28. Touchette H (2009) The large deviation approach to statistical mechanics. Phys Rep 478(1-3):1-69.
29. Redner S (1990) Random multiplicative processes: An elementary tutorial. Am J Phys 58:267-273.
30. den Boer P (1977) Dispersal Power and Survival, Miscellaneous Papers 14 (Landbouwhogeschool Wageningen, Wageningen, The Netherlands).
31. Xiao X, Locey KJ, White EP (2014) A process-independent explanation for the general form of Taylor's law. Available at arxiv.org/abs/1410.7283.
32. Sutherland WJ, Freckleton RP, Godfray HCJ (2013) Identification of 100 fundamental ecological questions. J Ecol 101(1):58-67.
33. Dembo A, Zeitouni O (2009) Large Deviations Techniques and Applications, Stochastic Modelling and Applied Probability (Springer, Berlin Heidelberg).

